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Abstract

We consider a predator–prey model in a two-patch environment and assume that migration between
patches is faster than prey growth, predator mortality and predator–prey interactions. Prey (resp. predator)
migration rates are considered to be predator (resp. prey) density-dependent. Prey leave a patch at a migra-
tion rate proportional to the local predator density. Predators leave a patch at a migration rate inversely
proportional to local prey population density. Taking advantage of the two different time scales, we use
aggregation methods to obtain a reduced (aggregated) model governing the total prey and predator densi-
ties. First, we show that for a large class of density-dependent migration rules for predators and prey there
exists a unique and stable equilibrium for migration. Second, a numerical bifurcation analysis is presented.
We show that bifurcation diagrams obtained from the complete and aggregated models are consistent with
each other for reasonable values of the ratio between the two time scales, fast for migration and slow for
local demography. Our results show that, under some particular conditions, the density dependence of
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migrations can generate a limit cycle. Also a co-dim two Bautin bifurcation point is observed in some range
of migration parameters and this implies that bistability of an equilibrium and limit cycle is possible.
� 2007 Published by Elsevier Inc.
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1. Introduction

In their review on spatial predator–prey models [1], Briggs and Hoopes classify these models by
reaction-diffusion, individual based and patch (global migration) and lattice (migration only with
local neighbour patches) models. In this work, we consider a predator–prey model in a system of
two patches connected by migrations. The main goal of this work is to study the effects of density-
dependent migrations on the dynamics of the predator–prey system. We assume that prey leave
faster a given patch the more predators are there at that time. Similarly, we suppose that the more
prey stay in a patch the slower predators would move to the other patch where the prey density is
unknown and may be small. In two previous contributions, with a similar setting, we investigated
separately the effects of prey density-dependent migration of predators [2], and of predator den-
sity-dependent prey migration [3] on the dynamics of a two-patch predator prey system. In this
work, we study the coupling of the two kinds of density-dependent migrations.

The interaction between local dynamics, changes over time in births and deaths within each lo-
cal community, and dispersal, migrations from one patch to another in an heterogeneous environ-
ment, has important consequences for community stability. Theory tells us that population
persistence in patchy environments results from an interaction between local interactions, dis-
persal and spatial heterogeneity [4,5]. Despite empirical evidence (see [4] and references there
in), few theoretical studies have addressed the effects of density-dependent dispersal. We could,
nevertheless, cite the following ones: [6–11]. On another aspect of the subject, most works consider
dispersal and local interactions taking place at the same time scale; we have found, apart from
[2,3], only in [12] that dispersal is assumed to occur at a fast time scale, though this might be
the case in many situations.

The inclusion of two time scales in the system has the advantage of allowing the reduction of
the system which may become, in this way, mathematically more tractable. Otherwise, taking into
account several patches and density-dependent migrations may lead to models so complex that
only few general results can be obtained analytically. The reduction of the proposed system is
undertaken with the help of aggregation methods which aim at studying the relationships between
a large class of complex systems, in which many variables are involved, and their corresponding
reduced or aggregated systems, governed by a few variables. Perfect and approximate aggregation
in population dynamics were introduced in [13,14]. The kind of aggregation methods to be used in
this work is based on time scale separation methods. For such methods we refer to [15–18]. Sev-
eral applications of these aggregation methods in population and community dynamics can be
found in [19–23].

The article is organized as follows. In Section 2, we present a general two-patch predator prey
model with density-dependent migrations. There, for a large class of density-dependent migration
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rules for prey and predators, we show that migration attaints a unique positive and stable equi-
librium for each fixed values of the prey and predators global densities. This fact together with the
existence of two time scales allow us to use time scale separation methods, leading to the construc-
tion of a reduced or ‘aggregated’ model governing the total prey and predator densities. In Section
3, we treat a particular case of the system presented in Section 2 with prey migration rates linearly
depending on predator local density and with predator migration rates inversely proportional to
prey local density. We perform numerical bifurcation analysis of the complete and aggregated
models to help in the study of the effects of density-dependent migrations on the stability of
the predator–prey system and in the light of that we revisit some earlier contributions. Section
4 is devoted to a discussion and conclusions.
2. A general two-patch predator–prey model with predator density-dependent migration of prey and
prey density-dependent migration of predators and fast migration

2.1. The complete model

In this section, we present a general model of a two-patch predator–prey system. The patches
are connected by migrations while locally there is a predator–prey interaction. We assume that
migrations occur at a fast time scale in comparison with the local predator–prey dynamics.
Parameter e, small and dimensionless, represents the ratio of fast to slow time scales. The com-
plete predator prey model reads as follows:
dn1

ds ¼ f2ðp2Þn2 � f1ðp1Þn1 þ e /1ðn1Þn1 � e/1ðn1Þp1

h i
dn2

ds ¼ f1ðp1Þn1 � f2ðp2Þn2 þ e /2ðn2Þn2 � e/2ðn2Þp2

h i
dp1

ds ¼ g2ðn2Þp2 � g1ðn1Þp1 þ e �w1ðp1Þ þ ew1ðn1Þp1

h i
dp2

ds ¼ g1ðn1Þp1 � g2ðn2Þp2 þ e �w2ðp2Þ þ ew2ðn2Þp2

h i

8>>>>>>>><>>>>>>>>:
ð1Þ
where s is the fast time scale and then t = es the slow time scale. Prey densities on patch 1 and 2
are, respectively, denoted n1 and n2; the corresponding predator densities are p1 and p2.

Hypotheses. Functions fi, i = 1,2, are C1ðRþÞ, increasing and satisfy fi(x) > 0 for x > 0, and
functions gi, i = 1,2, are C1ðRþÞ, decreasing and satisfy gi(x) > 0 for x > 0.

Functions f1(p1) and f2(p2) represent prey migration rates from patch 1 to patch 2, resp. from
patch 2 to patch 1, and are assumed to depend on the corresponding predator local density. We
further assume that these functions are monotonically increasing with predator density describing
the fact that the more predators are located in a patch the more likely prey leave it.

Functions g1(n1) and g2(n2) are predator migration rates from patch 1 to patch 2, resp. from
patch 2 to patch 1, and are assumed to be prey local density-dependent. Consequently, we also
assume that they are monotonically decreasing with prey density which reflects that predators
are more likely to remain in a patch where in the prey density increases.
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Functions /1(n1) and /2(n2) are per capita prey growth rates on each patch. Similarly, w1(p1)
and w2(p2) are predator mortality rates in absence of prey. The functional responses on each patch
are e/1ðn1Þ and e/2ðn2Þ while ew1ðn1Þ and ew2ðn2Þ are predator per capita growth rates due to
predation.

As the complete model involves two time scales, we are going to use aggregation methods in
order to build a reduced model governing the total prey and predator densities. First, we study
the fast system of (1), then we give the aggregated model associated.

2.2. Fast system

The fast model is obtained by neglecting the slow dynamics, i.e. taking e = 0
dn1

ds ¼ f2ðp2Þn2 � f1ðp1Þn1

dn2

ds ¼ f1ðp1Þn1 � f2ðp2Þn2

dp1

ds ¼ g2ðn2Þp2 � g1ðn1Þp1

dp1

ds ¼ g1ðn1Þp1 � g2ðn2Þp2

8>>>><>>>>: ð2Þ
Denoting n = n1 + n2 the total prey density and p = p1 + p2 the total predator density we see that
they are both constants of motion of system (2), so the study of the existence of fast equilibria and
their stability can be carried out for the next system
dn1

ds ¼ f2ðp� p1Þðn� n1Þ � f1ðp1Þn1

dp1

ds ¼ g2ðn� n1Þðp� p1Þ � g1ðn1Þp1

(
ð3Þ
where we suppose that n and p are two positive constants and we have done the following substi-
tutions: n2 = n � n1 and p2 = p � p1. Fast equilibria satisfy the following system:
ðn� n1Þf2ðp� p1Þ ¼ f1ðp1Þn1

ðp� p1Þg2ðn� n1Þ ¼ g1ðn1Þp1

�
ð4Þ
which is equivalent to
n1 ¼ nf2ðp�p1Þ
f1ðp1Þþf2ðp�p1Þ

p1 ¼ pg2ðn�n1Þ
g1ðn1Þþg2ðn�n1Þ

8<: ð5Þ
Denoting
hðxÞ ¼ nf2ðp� xÞ
f1ðxÞ þ f2ðp� xÞ and ehðxÞ ¼ pg2ðn� xÞ

g1ðxÞ þ g2ðn� xÞ ð6Þ
system (5) implies that
p1 ¼ ehðhðp1ÞÞ ð7Þ

Remark here that the functions h and eh are continuous and positive in ]0,p[ and ]0,n[, respectively.
Moreover, we have
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h0ðxÞ ¼ � nf1ðxÞf 02ðp� xÞ þ nf2ðp� xÞf 01ðxÞ
f1ðxÞ þ f2ðp� xÞð Þ2eh0ðxÞ ¼ � pg1ðxÞg02ðn� xÞ þ pg2ðn� xÞg01ðxÞ
g1ðxÞ þ g2ðn� xÞð Þ2
The hypotheses on functions fi and gi make function h decreasing and function eh increasing, which
implies that eh � h is decreasing. Consequently, if a solution of (7) exists, it will be unique. Besides
we have that h(]0,p[)�]0,n[ and ~hð�0; n½Þ ��0; p½, which yields
~h � hð�0; p½Þ ��0; p½
and thus there exists a unique positive p�1 2�0; p½ such that
p�1 ¼ ðeh � hÞðp�1Þ
with the corresponding n1 value: n�1 ¼
nf2ðp�p�

1
Þ

f1ðp�1Þþf2ðp�p�
1
Þ

As for each pair (n,p) there exists a unique equilibrium ðn�1; p�1Þ of system (3), we denote
n�1 ¼ n�1ðn; pÞ and p�1 ¼ p�1ðn; pÞ
n�2 ¼ n�2ðn; pÞ ¼ n� n�1ðn; pÞ and p�2 ¼ p�2ðn; pÞ ¼ p� p�1ðn; pÞ ð8Þ
Let us now study the stability of ðn�1; p�1Þ for system (3). It is easy to see that the Jacobian matrix
evaluated at the equilibrium is given by
J ¼
�f2ðp� p�1Þ � f1ðp�1Þ �ðn� n�1Þf 02ðp� p�1Þ � n�1f 01ðp�1Þ

�ðp� p�1Þg02ðn� n�1Þ � p�1g01ðn�1Þ �g2ðn� n�1Þ � g1ðn�1Þ

� �

Therefore, using the fact that functions fi are positive and increasing and functions gi are po-

sitive and decreasing, we obtain Det(J) > 0 and Tr(J) < 0, which implies that the fast equilibrium
is stable.

The aggregated model for the global variables n and p, expressed in terms of the slow time scale
t = es, is obtained by substitution of the fast equilibrium into the complete model. This reduced
model reads as follows:
dn
dt ¼ /1ðn�1Þn�1 þ /2ðn�2Þn�2

� �
� fe/1ðn�1Þp�1 þ e/2ðn�2Þp�2g

dp
dt ¼ �fw1ðp�1Þ þ w2ðp�2Þg þ few1ðn�1Þp�1 þ ew2ðn�2Þp�2g

(
ð9Þ
where n�i ; p
�
i are all depending on n and p as given by (8).

We recall that to apply the method of aggregation of variables, [15,16], the following conditions
have to be satisfied:

(1) The fast equilibrium has to be asymptotically stable for system (3).
(2) The parameter e must be small enough (e� 1).

In conclusion, when the hypothesis conditions are satisfied condition 1 holds.
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3. Study of an example of predator–prey model with prey density-dependent migration of predators
and predator density-dependent migration of prey

3.1. The complete model with density-dependent migrations

This section is devoted to the study of a particular model that reads as follows:
dn1

ds ¼ ða2p2 þ a0Þn2 � ða1p1 þ a0Þn1 þ e r1n1 1� n1

K1

� �
� a1n1p1

h i
dn2

ds ¼ ða1p1 þ a0Þn1 � ða2p2 þ a0Þn2 þ e r2n2 1� n2

K2

� �
� a2n2p2

h i
dp1

ds ¼
p2

b2n2þb0
� p1

b1n1þb0

� �
þ e½�l1p1 þ b1n1p1�

dp2

ds ¼
p1

b1n1þb0
� p2

b2n2þb0

� �
þ e½�l2p2 þ b2n2p2�

8>>>>>>>><>>>>>>>>:
ð10Þ
We make a particular choice for functions fi. We choose a linear affine dependence of prey migra-
tion rates with respect to local predator density, f1(p1) = a1p1 + a0 and f2(p2) = a2p2 + a0 where a0,
a1 and a2 are non-negative parameters. In absence of predators, prey move from one patch to the
other at the same constant rate a0. We also choose particular predator migration rates with re-
spect to local prey density, g1ðn1Þ ¼ 1

b1n1þb0
and g2ðn2Þ ¼ 1

b2n2þb0
, with b0, b1 and b2 non-negative

parameters. When there are no prey, predators move from patch to patch at the same constant
rate, 1/b0.

Concerning local dynamics, we assume for prey a logistic growth on each patch with respective
intrinsic growth rates, r1 and r2, and carrying capacities, K1 and K2; for predators, in absence of
prey and we assume a natural mortality with constant per capita mortality rates, l1 and l2. Fi-
nally we use a Lotka–Volterra linear functional response on each patch with predation coefficients
for prey, a1 and a2, and predation coefficients, b1 and b2, for predators. It is common supposing
that b1 = ea1 and b2 = ea2 where e2]0,1[ is a prey into predator biomass conversion parameter.

We will pursue the study of system (10) in two steps: first we give the explicit expression of the
fast equilibrium and the associated aggregated model and then we present results of numerical
bifurcation analysis of the aggregated model.

3.2. Fast equilibrium

To determine the fast equilibrium of (10), we suppose n and p positive constants and solve the
following system:
ða2p2 þ a0Þn2 � ða1p1 þ a0Þn1 ¼ 0
p2

b2n2þb0
� p1

b1n1þb0
¼ 0

(
ð11Þ
which is then equivalent to
ða2ðp� p1Þ þ a0Þðn� n1Þ ¼ ða1p1 þ a0Þn1

ðp� p1Þðb1n1 þ b0Þ ¼ p1ðb2ðn� n1Þ þ b0Þ

�
ð12Þ
Making D = n1p1 system (12) can be transformed into
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ð2a0 þ a2pÞn1 þ ða2nÞp1 ¼ ða0nþ a2npÞ þ ða2 � a1ÞD
ðb1pÞn1 � ð2b0 þ b2nÞp1 ¼ ðb1 � b2ÞD� b0p

�

and using the following notations:
D ¼
ð2a0 þ a2pÞ ða2nÞ
ðb1pÞ �ð2b0 þ b2nÞ

				 				 ¼ �ð2a0 þ a2pÞð2b0 þ b2nÞ � a2b1np

Dn1
¼
ða0nþ a2npÞ þ ða2 � a1ÞD ða2nÞ
ðb1 � b2ÞD� b0p �ð2b0 þ b2nÞ

				 				 ¼ ADþ B

Dp1
¼
ð2a0 þ a2pÞ ða0nþ a2npÞ þ ða2 � a1ÞD
ðb1pÞ ðb1 � b2ÞD� b0p

				 				 ¼ CDþ E
with
A ¼ a2nðb2 � b1Þ � ð2b0 þ b2nÞða2 � a1Þ
B ¼ b0a2np� ð2b0 þ b2nÞða0 þ a2pÞn
C ¼ ð2a0 þ pa2Þðb1 � b2Þ � b1pða2 � a1Þ
E ¼ �b0pð2a0 þ pa2Þ � b1npða0 þ a2pÞ
we can express the fast equilibrium as follows:
n�1 ¼
ADþ B

D
; p�1 ¼

CDþ E
D

; n�2 ¼ n� n�1; p�2 ¼ p� p�1 ð13Þ
where D is then the positive solution to
D ¼ ADþ B
D

� �
CDþ E

D

� �

or equivalently to the second order polynomial equation
ðACÞD2 þ ðAEþ BC� D2ÞDþ BE ¼ 0
and thus
D ¼
�ðAEþ BC� D2Þ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðAEþ BC� D2Þ2 � 4ðACÞðBEÞ

q
2ðACÞ ð14Þ
Two cases must be considered:

Case 1. A = 0 or C = 0:

the polynomial equation becomes (AE + BC � D2)D + BE = 0 which is equivalent to D = (BE)/
(AE + BE � D2).

Case 2. A and C are different from zero: then expression (14) holds.

As we have already seen in the general Section 2 concerning the fast system, this fast positive
equilibrium is locally asymptotically stable for the fast dynamics. In what follows, we will use the
method of aggregation of variables to determine the aggregated model. In our case, the fast equi-
librium is asymptotically stable and assuming that parameter e is small (e� 1), the method of
aggregation of variables can be applied.
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3.3. Aggregated system

The aggregated model (9) for the particular model (10) reads as follows:
dn
dt ¼ r1n�1 1� n�

1

K1

� �
þ r2ðn� n�1Þ 1� n�n�

1

K2

� �
� ða1n�1p�1 þ a2ðn� n�1Þðp� p�1ÞÞ

dp
dt ¼ �ðl1p�1 þ l2ðp� p�1ÞÞ þ b1n�1p�1 þ b2ðn� n�1Þðp� p�1Þ

8<: ð15a;bÞ
where n�1 and p�1 are given by (13).
The structure of general aggregated model (15) is completely new with respect to both the local

dynamics included in the initial model (10) and to classical models generally found in mathemat-
ical ecology literature. However, for particular values of parameters we recover some classical
models.

Indeed, when we assume that a0 = b0 = 0, a straightforward calculation shows that the fast
equilibrium is proportional to the total density; that is n�1 ¼ hn and p�1 ¼ hp, where h and h are
constant and are expressed in terms of a1, a2, b1 and b2. A similar result also holds for the density
independent migration case, i.e. when a1 = a2 = 0, b1 = b2 = 0 while a0 5 0 and b0 5 0. In this
last case, the fast equilibrium is simply the following one:
n�1 ¼
n
2

and p�1 ¼
p
2

In both previous particular cases, the aggregated model (15) takes the next simple form corre-
sponding to the classical model studied in [24,25]
dn
dt ¼ Rn 1� n

~K

� �
� anp

dp
dt ¼ �lpþ bnp

8<:

where R, ~K, a, l and b are positive parameters obtained in terms of the ‘local’ parameters of the
complete model. The mathematical analysis (steady states and stability) can be found in the ref-
erences cited above. We just recall that this classical model predicts:

• Predator extinction for a carrying capacity ~K smaller than a certain threshold.
• Otherwise, predator–prey coexistence at a positive globally asymptotically stable equilibrium.

3.4. Analytical results of the general aggregated model

We shall now give some analytical results regarding the general aggregated model (15).
First, we can observe that for n = 0 we have n�1 ¼ n�2 ¼ 0 and p�1 ¼ p�2 ¼ p=2 and, analogously,
for p = 0 we have n�1 ¼ n�2 ¼ n=2 and p�1 ¼ p�2 ¼ 0. So, for system (15) we have that (0,0) is
an equilibrium fð0; pÞ 2 R2 : p > 0g and fðn; 0Þ 2 R2 : n > 0g are invariant sets and, therefore,
the interior of the positive quadrant intR2

þ ¼ fðn; pÞ 2 R2 : n; p > 0g is also an invariant set of
the aggregated system. Moreover, we prove in the following lemma that solutions are
bounded.

Lemma. All solutions of system (15) in R2
þ are bounded.
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Proof. Let us define the function W(t) = n(t) + p(t), then the time derivative of W along the solu-
tions of system (15) is
dW
dt
¼ r1n�1 1� n�1

K1

� �
þ r2ðn� n�1Þ 1� n� n�1

K2

� �
� ðl1p�1 þ l2ðp� p�1ÞÞ þ ðb1 � a1Þn�1p�1

þ ðb2 � a2Þðn� n�1Þðp� p�1Þ
Supposing b1 6 a1 and b2 6 a2, which is always possible by choosing the appropriate unities for
prey and predator biomasses, then for each l > 0 the following inequality holds:
dW
dt
þ lW 6 r1n�1

l
r1

þ 1� n�1
K1

� �
þ r2ðn� n�1Þ

l
r2

þ 1� n� n�1
K2

� �
þ ½l�minðl1; l2Þ�p
if we now take 0 < l 6 min(l1,l2), calling M ¼ r1K1

4
l
r1
þ 1

� �2

þ r2K2

4
l
r2
þ 1

� �2

and having in mind

that max
n�i

rin�i
l
ri
þ 1� n�i

Ki

� �h i
¼ riKi

4
l
ri
þ 1

� �2

; i ¼ 1; 2, then we obtain that
dW
dt
þ lW 6 M

d

dht
ðeltW Þ ¼ elt dW

dt
þ leltW 6 Melt
and integrating between 0 and t we have
eltW ðtÞ � W ð0Þ 6 M
l
ðelt � 1Þ

W ðtÞ 6 W ð0Þe�lt þM
l
ð1� e�ltÞ
which implies that W ðtÞ 6 max W ð0Þ; M
l

� �
h

It is easy to show that the general aggregated model (15) has the following equilibria:

• A trivial equilibrium E0 = (0,0).
• A predator free equilibrium E1 ¼ ð�K; 0Þ, where �K ¼ 2 r1þr2ð Þ

r1
K1
þ r2

K2

� �.

• Possibly a positive predator–prey equilibrium E* = (n*,p*).

A straightforward calculation shows that the Jacobian matrix associated with E0 has two eigen-
values k1 ¼ r1þr2

2
and k2 ¼ � l1þl2

2

� �
. Thus, E0 is a saddle point.

For the axial equilibrium E1, denoting f(n,p) the right-hand side of (15a) and g(n,p) of (15b),
the Jacobian matrix of the aggregated system (15) evaluated at it verifies that
og
on
ð�K; 0Þ ¼ 0
and, therefore, its eigenvalues are the diagonal elements of
on ð�K; 0Þ and og

op ð�K; 0Þ. After some calcu-
lations, including implicit derivation in equalities (12), we found that
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of
on
ð�K; 0Þ ¼ � r1 þ r2

2

and
og
op
ð�K; 0Þ ¼ ðb1

�K þ b2
�K þ 4b0Þ � l1 þ l2 þ b2

�K
2
� b1

�K
2

� �
b1

�K þ 2b0ð Þ



þ b2

�K
2
� l2

� �
ðb1

�K þ b2
�K þ 4b0Þ

�

Having in mind that ðb1

�K þ b2
�K þ 4b0Þ > 0 the stability of E1ð�K; 0Þ depends on the following

quantity:
q ¼ � l1 þ l2 þ b2

�K
2
� b1

�K
2

� �
ðb1

�K þ 2b0Þ þ b2

�K
2
� l2

� �
ðb1

�K þ b2
�K þ 4b0Þ
as follows:

• E1ð�K; 0Þ is stable if q < 0,
• E1ð�K; 0Þ is unstable if q > 0.

We can remark that q is positive, and therefore E1 is unstable, for large values of �K.
Existence, uniqueness and stability of the positive equilibrium E* are checked numerically by

bifurcation analysis in the next section.

3.5. Numerical bifurcation analysis

3.5.1. Numerical bifurcation analysis of the aggregated model
This section is devoted to the numerical bifurcation analysis of the aggregated model (15). We

present bifurcation diagrams for the aggregated model. The bifurcation diagrams were calculated
using the software packages AUTO [26], LOCBIF [27,28] and Maple [29]. Fig. 1 is a two-param-
eter bifurcation diagram where b2/b0 and K = K1 = K2 act as bifurcation parameters.

The fixed parameter values are given in Table 1. Below the transcritical bifurcation TC at a low
carrying capacity K, only the prey populations exist in the two patches, in equilibrium E1 = (K, 0).
Above the TC curve, the positive equilibrium E* = (n*,p*) exists.

For fixed K = 60, there is one supercritical Hopf bifurcation H� for small values of the ratio
b2/b0 and one subcritical Hopf bifurcation H+ for high values of the ratio. There is an interme-
diate critical point (K,b2/b0) where the Hopf bifurcation changes nature. The critical point is a co-
dim two Bautin bifurcation point. This point is denoted by B in the two-parameter bifurcation
diagram in Fig. 1. The tangent bifurcation of the limit cycle, denoted by Tc originates in this point.

In a one-parameter bifurcation diagram in Fig. 2 the biomass of the prey, n, (bottom panel) and
predator, p, (top panel) are plotted as a function of the free parameter b2/b0 while other param-
eters are fixed at values given, while K = 60. Stable equilibria are presented by a solid line and
unstable equilibria by a dashed line in which case there is a limit cycle that surrounds the unstable
equilibrium. The maximum and minimum values during one period are plotted as solid lines when
the limit cycle is stable and dashed lines when it is unstable.



Fig. 1. The two-dimensional bifurcation diagram for the aggregated system using b2/b0 and K (where K = K1 = K2) as
bifurcation parameters. Supercritical Hopf bifurcation (H�) and sub critical Hopf bifurcation (H+) mark regions on the
right-hand side where the system cycles. On the right-hand side of the transcritical (TC) bifurcation curve there is a
positive equilibrium. Parameters: free parameters are b2 and K. Fixed parameters values are given in Table 1.

Table 1
Parameter values for bifurcation analysis

Parameters Notation Value

Prey growth rate (r1 = r2) r 0.6
Prey capture coefficient on patch 1 a1 0.6
Prey capture coefficient on patch 2 a2 0.3
Predator mortality rate (l1 = l2 = l) l 0.3
Predator predation coefficient on patch 1 b1 0.3
Predator predation coefficient on patch 2 b2 0.2
Prey density-dependent parameter for predator migration on patch 1 b1 2.792403
Prey density-dependent parameter for predator migration on patch 2 b2 Bifurcation parameter
Inverse of predator migration rate when the prey density is equal to zero b0 10
Predator density-dependent parameter for prey migration on patch 1 a1 2
Predator density-dependent parameter for prey migration on patch 2 a2 1
Prey migration rate when the predator density is equal to zero a0 10
Prey carrying capacity (K1 = K2 = K) K Bifurcation parameter
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The system shows a stable equilibrium for ratio-values below H� and above H+. Between these
two Hopf bifurcations there is an unstable equilibrium. In the region between H+ and the tangent
bifurcation for the limit cycle Tc the stable equilibrium coexists with a stable limit cycle. The sep-
aratrix is formed by the stable manifold of the saddle limit cycle. The stable and saddle limit cycle
collide and disappear at the tangent bifurcation Tc.

3.5.2. Numerical bifurcation analysis of the complete model
The bifurcation diagrams for the full model with e = 0.01 are shown in Figs. 3 and 4. The over-

all picture of the diagrams is the same as for the aggregated model, however in the two parameter



Fig. 2. One-parameter diagram of the prey (bottom) predator (top) biomasses, n and p, respectively, with ratio b2/b0 as
bifurcation parameter and K = 60. This point is above the Bautin bifurcation point B where the positive equilibrium
becomes unstable at a supercritical Hopf bifurcation H�, where stable oscillations occur. For these limit cycles the
maximum and minimum values are plotted. Parameters as in Fig. 1.

346 A.E. Abdllaoui et al. / Mathematical Biosciences 210 (2007) 335–354
diagrams, the transcritical bifurcation curve remains at about the same position while the Hopf
bifurcation curve moves to the right when e increases. Thus the system with more equal time scales
appears to be stable in a larger part of the diagram.

3.6. Two previous cases revisited

In two previous papers, we studied the two processes independently:

• Predator density-dependent migration of prey, a1 = a2 = 0, Mchich et al. [2].
• Prey density-dependent migration of predators, b1 = b2 = 0 and K1 = K2!1, Mchich et al.

[3].

We shall now use our results to revisit the two special cases studied in these previous
articles.



Fig. 3. The two-dimensional bifurcation diagram for the complete system using b2/b0 and K as bifurcation parameters
for e = 0.01. Supercritical Hopf bifurcation (H�) and sub critical Hopf bifurcation (H+) mark regions on the right-hand
side where the system cycles. On the right-hand side of the transcritical (TC) bifurcation curve there is a positive
equilibrium. Parameters: free parameters are b2 and K. Fixed parameters values are given in Table 1.
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3.6.1. Special case 1 revisited: a1 = a2 = 0
In [2], was analysed the case where a1 = a2 = 0. Substitution of these values in system (10) gives

the following equilibrium for the fast system:
n�1 ¼
n
2

and p�1 ¼
ðb1nþ 2b0Þp
ðb1 þ b2Þnþ 4b0
A two-parameter bifurcation diagram, with the same conditions to that in Fig. 1, is shown in
Fig. 5 for this particular case a1 = a2 = 0. There is no Bautin point so there are two regions. For
low K-values only the prey population is present. For higher K-values there is coexistence of the
prey and predator populations. Between the curves Tc and H� the system possesses a stable equi-
librium and on the right-hand side of H� there is a stable limit cycle within a window of ratio b2/
b0.

3.6.2. Special case 2 revisited: b1 = b2 = 0 and K1 = K2!1
In [3], a special case was analysed with b1 = b2 = 0 and K1 = K2!1. Substitution of these val-

ues in our general model leads to the following equilibrium for the fast system:
n�1 ¼
ða2pþ 2a0Þn
ða1 þ a2Þpþ 4a0

and p�1 ¼
p
2

and the following aggregated model:
dn
dt ¼ r1n�1 þ r2ðn� n�1Þ � ða1n�1 þ a2ðn� n�1ÞÞ

p
2

dp
dt ¼ ð�ðl1 þ l2Þ þ b1n�1 þ b2ðn� n�1ÞÞ

p
2

(

For the numerical values chosen in Table 1 (for r1, r2, a1, a2, l1, l2, b1, b2, b0, a0 and a1) and taking
as bifurcation parameter a2, a critical point occurs at a2 = 2. Here, the real part of the eigenvalues



Fig. 4. One-parameter diagram of the prey (bottom) predator (top) biomasses, n and p, respectively, from the complete
model with ratio b2/b0 as bifurcation parameter and K = 60 with e = 0.01. This point is above the Bautin bifurcation
point B where the positive equilibrium becomes unstable at a supercritical Hopf H�, where stable oscillations occur.
For these limit cycles the maximum and minimum values are plotted. Parameters as in Fig. 3.

348 A.E. Abdllaoui et al. / Mathematical Biosciences 210 (2007) 335–354
of the Jacobian matrix at the positive equilibrium E* = (n*,p*) is zero, indicating a change in the
long-term dynamics when the parameter is varied. In [3] the criterion for a Hopf bifurcation (the
trace of the Jacobian matrix has to be zero) is worked out. The derived test-function reads
a2b1 þ a1b2 ¼ a1b1 þ a2b2
They show that the equilibrium point at the critical parameter value is a centre. In the phase
portrait the trajectories are closed curves around the unstable equilibrium point. These trajectories
are neutral stable orbits, like in the classical Lotka–Volterra model. For a2 < 2, the aggregated
model for the reference parameters except K1 = K2!1 and b1 = b2 = 0 the system is stable
and for a2 > 2 it is unstable. When the equilibrium is unstable, by the use of the negative Dulac’s
criterion it is shown that the aggregated model cannot have closed orbits and that the predator–
prey system is not persistent.

Here we perform a normal form analysis of this critical point. We follow the procedure de-
scribed in [28] closely. The planar system is written as



Fig. 5. The two-dimensional bifurcation diagram for the system analysed in [1] using b2/b0 and K as bifurcation
parameters. Supercritical Hopf bifurcation (H�). Parameters: free parameters are b2 and K. Fixed parameters values are
given in Table 1.
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dx
dt
¼ JðaÞxþ F ðx; aÞ
where x 2 R2, parameter a 2 R, J is again the Jacobian matrix and F(x,a) is a smooth function
representing the non-linear terms.

First the system is written in a coordinate system where the equilibrium is shifted to the origin of the
phase plane by a coordinate transformation and also the bifurcation parameter a, is translated such
that the critical point is at zero. Second, the planar system is written in a single ODE for the complex
variable z 2 C. Furthermore, using the eigenvector p and adjoint eigenvector q of the Jacobian matrix
evaluated at the equilibrium, the linear part is transformed in the simplest form. The result is
dz
dt
¼ kðaÞzþ gðz;�z; aÞ
where k is the complex eigenvalue of the Jacobian matrix and g the complex valued function
which describes the non-linear terms. At the Hopf bifurcation for a = 0 we have k1,2 = ix0 where
x0 > 0. This function is replaced by its formal Taylor series in the two complex variables z and �z
dz
dt
¼ kðaÞzþ

X
kþlP2

1

k!l!
gklðaÞzk�zl ð16Þ
where
gklðaÞ ¼
okþl

ozko�zl
hpðaÞ; F ðzqþ �z�q; aÞijz¼0 ð17Þ
Third, this expression is simplified by a non-linear (complex) coordinate change by removing all
quadratic terms. Thereafter, in a similar manner, it is tried to eliminate the cubic terms. In general,
only one cubic term remains and this leads to the equation with only one cubic term denoted by
complex c1 that is proportional to the first [28, Definition 3.3] Lyapunov coefficient l1(a). The
equation reads
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dz
dt
¼ kðaÞzþ c1ðaÞz2�zþ Oðjzj4Þ
An expression of the real first Lyapunov coefficient l1(0) = Re(c1(0))/x0 evaluated at the critical
point in the third-order terms is given in [28, Eq. (3.20)].
l1ð0Þ ¼
1

2x2
0

Reðig20g11 þ x0g21Þ
Calculations using [29] revealed that this coefficient is zero and therefore the Hopf bifurcation is
degenerated and called a Bautin bifurcation point.

Because all cubic terms can be eliminated we continue with higher order terms. It appears to be
possible to eliminate all quadric terms without changing the cubic terms so the next interesting
terms are the fifth-order terms. Similar to the third-order terms only one fifth-order term remains
and this term is proportional to the complex coefficient c2(a).
dz
dt
¼ kðaÞzþ c1ðaÞz2�zþ c2ðaÞz3�z2 þ Oðjzj6Þ
The real second Lyapunov coefficient l2(a) is defined in [28, Definition 8.1] and an expression of
this coefficient is given in [28, Eq. (8.23)] expressed in the Taylor series expansion coefficients in
(16) evaluated at the critical point a = 0 where l2(0) = Re(c2(0))/x0. Also this Lyapunov coeffi-
cient is, however, zero. Hence the two coefficients in the Poincaré normal form for the Bautin
point are both zero at the critical point. In conclusion, the bifurcation point is a degenerated Bau-
tin point. This explains the phenomenon described in [3] where a centre for the equilibrium was
found at the Hopf bifurcation.

To illustrate the link between analysis in [3] and the normal form analysis we consider the
expression obtained after the linear transformation, Eqs. (16) and (17). It appears to be of the
form
dz
dt
¼ ixzþ ðaþ ibÞð�z2 � z2Þ
where x; a; b 2 R. Notice that there are no higher order terms. When we write z = x + iy this sys-
tem is equivalent with
dx
dt
¼ �xyþ 4bxy

dy
dt
¼ xx� 4axy
This is a special case of the classical Lotka–Volterra model where the birth rate of the prey equals
just the death rate of the predator. This result is in agreement with the simulation results given in
[3, Fig. 3]. The calculated trajectories are the well-known closed trajectories around the unstable
equilibrium. The periodic solution is neutral stable. This analysis shows also why there does not
need to be a tangent bifurcation curve for limit cycles originating from this point. For, with the
analysis of the normal form of the Bautin point it is required that beside a zero first Lyapunov
coefficient, the second Lyapunov coefficient is unequal zero.



Fig. 6. Limit cycle oscillations of patch prey and predator densities with time of the full model where b2/b0 = 0.4,
e = 0.01 and K = 60. see Figs. 3 and 4. The period was 1749 time units.
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We conclude from this that for the aggregated system besides the Hopf bifurcation, there needs
to be no tangent bifurcation curve for limit cycles on the lower branch for small values of b1 and
b2 and large values for K. In Fig. 6, the one-parameter bifurcation diagram is shown for the full
model discussed in [3] for three values of the parameter e.
4. Discussion and conclusions

To start we would like to stress a methodological point. Looking at Figs. 1 and 3 we observe
that they are consistent. This means that the bifurcation diagrams obtained for the aggregated
and complete models are almost similar for e = 0.01. This result shows that the aggregated model
can be used for bifurcation analysis instead of the complete model as soon as e is small enough.
Our numerical simulations show that it is not needed to consider a very small value for parameter e.
This is an interesting point because, in general, the complete model may involve a large set of
variables and parameters, and it may be difficult to handle. Consequently, it may be advantageous
to use the aggregated model with fewer variables and compound parameters to perform a
numerical bifurcation analysis of the system even if the fast time scale and the slow time scale
are not so different.

In [30–34], the within patch predator–prey system is described by the classical Lotka–Volterra
model and constant per capita dispersal rates from each patch. Various adapted versions have
been studied for the within patch dynamics, different prey birth [32] and delayed dispersal rates
[33].

Returning to the main goal of this work, the study of the effects of density-dependent migra-
tions on the dynamics of the predator–prey system with migrations acting at a faster scale than
predator–prey interactions, let us first recall that in the density independent migration case, which
corresponds to particular values of some of the parameters, namely a1 = a2 = 0 and b1 = b2 = 0
with a0 5 0 and b0 5 0, the general aggregated model (15) reduces to a classical model. As men-
tioned above, in this case, when the positive equilibrium E* exists, it is always stable. This stability
property is found for any value of K, the prey carrying capacity in the aggregated system. In other
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words, in the density independent case, there is no ‘paradox of enrichment’ and asymptotically,
prey and predator coexist at constant densities.

On the contrary, in the general density-dependent case, our results show that, for some values
of the ratio b2/b0 and when the carrying capacity of the prey K increases, the positive equilibrium
E* looses its stability via a supercritical Hopf bifurcation with appearance of a stable limit cycle.
Figs. 2 and 4 show amplitudes of total prey and predator densities along the limit cycle that occurs
in a given window of the ratio b2/b0. We also observe that, if we assume a maximum value for the
prey carrying capacity, the equilibrium E* is always stable for small as well as large ratio b2/b0, see
Figs. 2 and 4.

The within patch dynamics in our model is described by the generalized Lotka–Volterra model
with always a stable positive equilibrium when it exists. So, only destabilizing effects by dispersal
can be observed. Under the conditions mentioned above, the predator density dependence of prey
migration coupled to the prey density-dependent predator migration destabilizes the predator–
prey equilibrium E* under enriched conditions (large K). However, the predator prey system still
remains persistent and we observe cyclic variations of total prey and predator densities according
to a limit cycle. Local patch densities are linked to total densities through complex fast
Fig. 7. One-parameter diagram of the prey (bottom) predator (top) biomasses, n and p, respectively, for the special case
K1 = K2 =1 and b1 = b2 = 0 discussed in [2]. The full model is analysed with a2 as bifurcation parameter for three
values of e, namely 0.01, 0.001, 0.0001. In the aggregated model for a2 = 2 the equilibrium is a centre.
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equilibrium expressions (13). Fig. 6 shows periodic oscillations of prey and predator patch
densities along the stable limit cycle which are almost in phase. This is an interesting point which
shows that fast migration between patches can result in synchronized oscillations and this result
could probably be extended to a system of N patches (N > 2).

In the limiting case K1 = K2!1, the generalized Lotka–Volterra model becomes the classical
Lotka–Volterra model that produces neutrally stable oscillations in which the amplitude of the fluc-
tuations depends on the initial conditions. From Fig. 7 we learn that there is a stabilizing effect in a
regionof thea1,a2 parameter spaceboundedbya Hopfbifurcation. In thecaseof fast emigrationrates
where e = 0, either there is stabilization or the system explodes depending on the a1, a2 parameter val-
ues and these two regions are separated by a degenerated Bautin point analysed in Section 3.6.2.

We must also note that the equilibrium total prey and predator densities (or the average den-
sities for limit cycle), slightly increases as the ratio b2/b0 also increases, see Figs. 2 and 4. This re-
sult shows that the density dependence of migrations has a positive effect on the total equilibrium
densities for prey as well as for predators.

Figs. 1 and 3 also show that in a small range of values of ratio b2/b0, there is coexistence of a
stable and unstable limit cycle. This kind of situations is rather unusual for predator–prey models
and results from the density dependence of prey and predator migrations. Such a case was also
obtained in a previous predator–prey model [23].
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